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2-Ch RAIDO (NVMe IP for Gen 4/NVMeG4-1P)
Demo Instruction

Revl.2 3-Aug-22

1 Overview

This document describes the instruction to run 2-ch RAIDO demo by using NVMe-IP for
Gen4/NVMeG4-IP. The demo is run on FPGA development board for accessing two NVMe Gen4
SSDs as RAIDO. There are six test menus for running six commands - ldentify, Write, Read,
SMART, Flush, and Shutdown command. User controls test operation via FPGA console.

After user finishes FPGA board setup following “dg_nvmeip_raidOx2_fpgasetup” document.

IﬂI==H=I NVMe-IP IEI====I NVMeG4-IP P
— {IPversion [ | —— {IPversion [ ]
++ NUMeTP|RAIDBx2 Test design [[IPUer = 5.@1 [r++ |++4 NUMeG4IP|RAIDBX2 Test design [[1PUer - 1.41 [+++
Maiting e Linkup Maiting PCle Linkup
Maiting IP initialization Pc"ﬁfpeiﬂand Maiting IP i“itialization|]Pimﬁaﬁzaﬁonfrocess‘
number of lanes
Ch[@IPCle Gen4 x4 Device Detect | ofeach channel - NUHeG4lP RAIDBX2 menu ———
ChI1]PCle Gen4 x4 Device Detect| [al Identify Command
[1] : WYrite Command
-—— NUHeIP RAIDBx2 menu ——— [2] : Read Command Main menu to
[@]1 : Identify Command [31 = SMART Command select the command
[11 : Urite Command A [4] : Flush Command
[2]1 : Read Command Main menu to [5]1 : Shutdown Command |
[3]1 : SMART Command select the command
[4]1 : Flush Command

[S]1 : Shutdown Command |

Figure 1-1 RAIDOx2 menu after finish initialization

On welcome screen, IP name and IP version number are displayed. For standard IP (NVMe-IP),
the PCle speed and number of PCle lanes of each channel are displayed in the next message.
While NVMeG4-IP does not display because only 4-lane PCle Gen4 SSD is supported. Finally,
the test menu is displayed on the console.
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2 Test Menu

2.1

Identify Command

Select ‘0’ to send Identify command to RAIDO.

+++ Jdentify Command selected +++

ChIB1Model Number : WDS10OT1XOE-BBAFYO
Chl11Model Number : WDS100T1XOE-BBAFYO
RAID Capacity= 20BBLGB]

—— HUHeIP RAIDBx2 menu
[A] Identify Command
[1] : Write Command
[2] : Read Command
[31 = SMART Command
[4] : Flush Command
[5]1 : Shutdown Command

Model name and RAIDO capacity

Figure 2-1 Test result when running ldentify command

After finishing the operation, the SSD information output from Identify command is displayed.
The console shows two values.
1) SSD model number : This value is decoded from Identify controller data of each SSD.
2) RAID capacity : This value is calculated by multiplying device capacity in
channel#0 by 2. Therefore, it is recommended to connect two SSDs which have the same
size.
Note: If two SSDs are different model which has different capacity, please connect the
smallest capacity SSD to CH#0.

When unsupported LBA size is detected, the error message is displayed on the console, as
shown in Figure 2-2.

Note: In RAIDO design, LBA size of SSD must be equal to 512-byte. Other size can be
supported by modifying RAIDO controller hardware.

Please Check Devicesl,
| Unsupported LBA size is detected

Figure 2-2 Error message when LBA size does not support

{Harn1ng : LBA Size Not Support?
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2.2 Write Command

Select ‘1’ to send Write command to RAIDO.

¢ : User input
¢ : User output

(1)

++ lpite Command selected +++ (
Enter Start Address (512 Byte> : @ - BxESEGDBSF => |@)
Enter Length (512 Byte) : 1 - BxES8EADB6O => |0 N

Belected Pattern [B1Inc32 [11Dec32 [2]A11_0 [3]1A1l1_1 [4 E!g\
9.614 [GB] 3)
19.282 [GB1 ‘ Input parameters‘|
28.926 [GB] .
38.614 [GB1] Current transfer size
48 .338 [GB]
58.018 [GB1

67.677 [GB] | Output performance |
Total = 68.719 [GB] , Time = 7186[ms] , Transfer speed = 967B[HB/31|

—-—— NUMelIP RAIDBx2 menu —-—

[A]1 : Identify Command
[1] : Write Command
[2] : Read Command
[31 : SMART Command
[4] : Flush Command
[5]1 : Shutdown Command

Figure 2-3 Test result when running Write command

User sets three parameters as follows.

1) Start Address: Start address to write RAIDO in 512-byte unit. The input is decimal unit
when the input is only digit number. User can add “Ox” to be a prefix for hexadecimal unit.

2) Transfer Length: Total transfer size in 512-byte unit. The input is decimal unit when the
input is only digit number. User can add “Ox” to be a prefix for hexadecimal unit.

3) Test pattern: Select test data pattern for writing RAIDO. There are five patterns, i.e., 32-bit
incremental, 32-bit decremental, all-0, all-1, and 32-bit LFSR counter.

When all inputs are valid, the operation begins. While writing data, current amount of write
data is displayed on the console every second to show that system is still alive. Finally, total
size, total time usage, and test speed are calculated and displayed on the console to be a
test result.

Note:

1. Typically, the performance of 2-ch RAIDO system is about two times of the performance of
one SSD. It is recommended to use the same SSD model for all SSD channels for matching
SSD characteristic. If the different SSD model are applied in the system, the 2-ch RAIDO
performance is limited by two times of the slowest SSD performance.

2. Some SSDs shows slower performance after writing large size data to SSD. It needs to
recover SSD performance by filling zero pattern or using Format command which is
customized command. Please contact our sales for more information if Format command is
required.
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64-bit header of

912-byte data ;

48-bit LBA Agdress =0 OXQOOO 32-bit LFSR pattern  48-hit LBA Address =1

Of fset 01

3 4 s 697 8 oMy B c DAE Fl o 1%2 3 4 5 6 7 8 9 4 B CDEF

0000000010 01 00 OO OO FF 01 OO0 OO0 FF FF 01 00
0000000020 02 00 OO0 OO FF 03 00 00 FF FF 03 00
0000000030 04 00 OO0 OO FF 07 00 00 FF FF 07 00
0000000040 09 00 00 00O FF OF 00 00 FF FF OF 00
0000000050 12 00 00 00 FF 1F 00 00 FF FF 1F 00
0000000060 24 00 00 00 FF 3F 00 00 FF FF 3F 00
0000000070 49 00 00 00 FF 7F 00 00 FE FF 7F 00
0000000080 92 00 00 00O FF FF 00 00 FD FF FF 00

00000001D0 F3 24 49 12 C9 B6 FF FF 25 C39 B6 FF
00000001ED  E7
00000001F0 CF
0000000200 [02
0000000210 04
0ooooo0220 09
0000000230 12
0000000240 24
0000000250 49
0000000260 | 92
oooooono270 B4
0000000280 49

2
0000000000 [00 00 00 00 00 0000 00 |[FF FF 00 00[FF FF FF 00} 01 00 00 00 00 00|00 00 FE FF 00 00 FE FF FF 00

FE
FD
FB
Fe
ED
DB
Be
6D

FF FF 0102 00 00 00 FC 01 00 00 FC FF 01 00 FD FF FF 01
FF FF 03§04 00 00 00 F9 03 00 00 F9 FF 03 00 FB FF FF 03
FF FF 07§09 00 00 00 F2 07 00 00 F2 FF 07 00 Fe FF FF 07
FF FF 0Ff12 00 00 00 E4 OF 00 00 E4 FF OF 00 ED FF FF OF
FF FF 1F| 24 00 00 00 C9 1F 00 00 C9 FF 1F 00 DB FF FF 1F
FF FF 3F| 49 00 00 00 92 3F 00 00 92 FF 3F 00 B6 FF FF 3F
FF FF 7F| 92 00 00 00 24 7F 00 00 25 FF 7F 00 6D FF FF 7F
FF FF FF| 24 01 00 00 49 FE 00 00 4B FE FF 00 DB FE FF FF

92 44 ED|E7 49
CF 93
9E 27
03 00
07 00
0F 00
1F 00
3F 00
7F 00
FF 00
FF 01
FF 03

64-bit header of the
next 512-byte data

Figure 2-4 Example Test data of the 15t 512-byte of each SSD by using LFSR pattern

The stripe size in 2-ch RAIDO demo is 512-byte. For incremental, decremental, or LFSR
pattern, each 512-byte data has unique 64-bit header which consists of 48-bit address (in
512-byte unit) and 16-bit zero value. The data after 64-bit header is the test pattern which is
selected by user. The 1% stripe of RAIDO is mapped to the first 512-byte of SSD#0 while the
2d stripe of RAIDO is mapped to the first 512-byte of SSD#1, as shown in Figure 2-4. The
unique header is not included when running all-0 or all-1 pattern.

++ Uprite Command selected +++

| ress (512 Byte>
fnvalid input

Error input

: @ — [BXES8E@DBSF | => [@xFFFFFFFF
Out of range address ]

+++ lprite Command selected +++
Enter Start Address <512 Byte>

12 Byte>
[nvalid input

G s EANBS H

- [pxESE@DB6G] -

a >
1 > BxFFFFFFFF
Out of range length ‘

++ Uprite Command selected +++
Enter Start Address (512 Byte)
Enter Length (512 Byte>

&ﬂlu_g_e.dTP_amlrn [@1Inc32 [11Dec32 7]
Invalid input  Invalid pattern |

@ — BxESBEGDBSF => @
1 - BxESEGDB6B => Ox800000¢
21a11 0 [31A11_1 [41LFSR =>|?

e s

Figure 2-5 Error message from the invalid input

Figure 2-5 shows the example when the input is out-of-range from the recommended value.
The console displays “Invalid input” and then the operation is cancelled.
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2.3 Read Command

Select ‘2’ to send Read command to RAIDO.

¢ : User input
¢ : User output

+++ Read Command selected +++
nter Start Address (512 Byte)
nter Length (512 Byte>
glggae%cg?ttern [B1Inc32 [11Dec32 [2]1A11_O [3]1Al1ll1_1 [41LFSR => 4.5\
17.164 LGB Input parameters‘f
34:323 [CBI
- Current transfer size

42 .907 [GB]
51.490 [GB]
60.875 [GB1]

68.664 [GB] Output performance
otal = 68.719 [GB] , Time = 80B6[ms] , Transfer speed = 8582[MBr/s]

——— NUMelIP RAIDBx2 menu ———

@ — BxESBE@BDBSF =>
1 - BxES8E@ADB6B =>

(= LT

[B]1 : Identify Command
[1]1 : Write Command
[2]1 : Read Command

[3]1 = SMART Command
[4] : Flush Command

[51 Shutdown Command

Figure 2-6 Input and result of Read Command menu

User inputs three parameters as follows.

1) Start Address: Start address to read RAIDO in 512-byte unit. The input is decimal unit
when the input is only digit number. User can add “Ox” to be a prefix for hexadecimal unit.

2) Transfer Length: Total transfer size in 512-byte unit. The input is decimal unit when the
input is only digit number. User can add “Ox” to be a prefix for hexadecimal unit.

3) Test pattern: Select test data pattern to verify data from RAIDO. Test pattern must be
matched with the pattern using in Write Command menu. There are five patterns, i.e.,
32-bit incremental, 32-bit decremental, all-0, all-1, and 32-bit LFSR counter.

Similar to Write command menu, test system starts reading data from RAIDO when all inputs
are valid. While reading data, current amount of read data is displayed on the console every
second to show that system is still alive. Finally, total size, total time usage, and test speed
are calculated and displayed on the console to be a test result.

Note:

1. Some SSDs shows the different performance when changing test pattern. For example,
the read performance when using all-zero pattern is better than using LFSR pattern.

2. Similar to Write command, when 2 SSDs are different, performance of RAIDO is limited by
2 times of the slowest SSD performance.

3. For the system that is sensitive to the read performance, the read performance of most
SSDs is better when using customized IP that extends the buffer size from 256 Kbytes to
1 Mbytes. Please contact our sales for more information.
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Verification error without cancellation ! ! Verification error with cancellation

++ Read Command selected +++

nter Start Address (512 Byte) : @ - BxEBE@DBSF => @

yth (512 Byte) : 1 — BxESE@ADB6A =) Ox8000000
Pattern [@1Inc32 [11Dec32 [2]A11_@ [31A11_1 [41LFSR => @

++ Read Command selected +++

nter Start Address (512 Byte) B - BxESE@BDBSF => @

nter Length (512 Byte) - BxESEGDB6O => Bx8000004
pelected Pattern [G]IncBZ [11Dec32 [2]&11 @ [3]1A11_1 [41LPSR =>[8]

| Message when verification is failed |

Jerify fail Perify fail

ist Error at Byte Addr = BxBPBOABBO st Error at Byte Addr = BxAPBBADAA

Expect Datal511:384]1 = BxPPPARAGF_ARRANARE_BAARARAD_APARAAAC Expect Datal511:384]1 = OxAPAPARAF_AONARARRE_AAAARGAD_ARARAABC
Expect Datal383:256]1 = BxPPPARAAE_NRRANAGA_BAARARA? _APARRAAS Expect Datal383:2561 = BxPPAPAAAB_PRARARAA_AANARRA?_APARBARS
Expect Datal255:128]1 = Bx00000A07_000000AL_POOPNABES _ABAOAOOB4 Expect Datal255:128]1 = BxAPOA00A7_P0ROORO6 _0ANAPORS_APOROBR4
Expect Datal127:0] = @xARABARA3_PARAPAA2_APAARRAA_ARARARAA Expect Datal127:0] = PxAPAPAAA3_PRRAARA2_ARRARRARA_ARARAARA
Read Datal511:3841 = @x@7FFFFFB_0AA7FFFF_0AAAA7FF_A0A0AAR4 Read Datal511:384] = Bx@7FFFFFB_BOA?FFFF_AA0ARYFF_APABOAR4

Read Datal383:2561 @x@3FFFFFD_00@3FFFF_000BA3FF_AB000002 Read Datal383:2561 Bx@3FFFFFD_P@B3FFFF_000AA3FF_A0000a02
Read Datal255:1281 = @x@1FFFFFE_00@1FFFF_A00AA1FF_ARAAAAA1 Read Datal255:1281 Bx0@1FFFFFE_PAG1FFFF_000AG1FF_A00A0AR1
Read Datal127:81 = @xBPFFFFFF_8BAAFFFF_NAARANAA_APAABARA Read Datal127:81 BxPBFFFFFF_OABOFFFF_000AR0AA_A00B0ARA
Tess any Key to cancel operation Press any key to cancel operation

8.778 [GB] 8.748 [CB] User enters some keys to |

17.416 [GB] 17.391 [GBleg cancel the operation

26.868 [GB] Dperation is cancelled

i;zgg Egg} Please reset system hefore starting a new test

52 @75 [CBI | NUMeIP RAID@X2 menu |Message when operation is cancelled

60.723 [GB] [B] : Identify Command

Output performance [11 : Write Command
[otal = 68.719 [GB] , Time = 7919[ms] , Transfer speed = 8677[MB/s] !2] : Read Command

[3]1 = SMART Command
[4] : Flush Command
[5]1 : Shutdown Command

Figure 2-7 Data verification is failed

Figure 2-7 shows error message when data verification is failed. “Verify fail” is displayed with
the information of the 1%t failure data, i.e., the error byte address, the expected value, and
the read value.

User can press any key(s) to cancel read operation. Otherwise, the operation is still run until
finishing Read command operation. After that, the output performance is displayed on the
console.

When cancelling the operation, the Read command still runs as the background process

and may not finish in a good sequence. It is recommended to power-off/on FPGA board and
adapter board (if connected).
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2.4 SMART Command

Select ‘3’ to send SMART command to RAIDO.

+++ SMART Command selected +++ Data output decoded

h+ chIB] from SMART command

K{ Health Status >>

Remaining Life : 98z

K< SMART Log Information ChIB1 >> SSD#0

Percentage Used = 2z

emperature : 38 Degree Celsius

otal Data Read : 22813 GB

otal Data Read (Raw data) : BxAPARANAA_KRNRRRNA_0R0RRA0BR_B2A7?D6F6
otal Data UWritten : 43483 GB

otal Data Uritten (Raw data’> : BxBBNABVOA_HHRBRRRR00_KR0RBBBRA_BSAFDA?72
Power On Cycles : 427 Times

Power On Hours : 93 Hours

Insafe Shutdowns : 367 Times

++ chll]

K{ Health Status >>

Remaining Life : 94«

K< SMART Log Information ChI11 >> SSDi##1

Percentage Used 6~

emperature 35 Degree Celsius

otal Data Read 124389 GB

otal Data Read (Raw data) BxBGBGBGBG _APPRPPA0_00PRBRRB_RE7879EE
otal Data UWritten 159989

lxl@B@B@B@ _A0RABAR0_BRRn0nnne_129FCAC1
17828 Times

701 Hours

17688 Times

otal Data WUritten (Raw datad
ower On Cycles

ower On Hours

nsafe Shutdowns

MART Command Complete
—— NUMelIP RAIDBx2 menu ——-

BEORR R RR R AR R AR R NS

[B] : Identify Command
[1] : Write Command
[2] : Read Command
[31 = SMART Command
[4] : Flush Command
[S] : Shutdown Command

Figure 2-8 Test result when running SMART command

When finishing the operation, SMART/Health Information (output from SMART command) of
two SSDs are displayed as shown in Figure 2-8. The console shows Health status and
SMART log information. Health status shows the remaining life of the SSD in percent unit
which is calculated from Percentage Used in the SMART log information.

The SMART log information shows seven parameters, described as follows.

1) Percentage Used: Display SSD usage in percent unit.

2) Temperature in °C unit.

3) Total Data Read decoded as GB/TB unit. Also, raw data without decoding is displayed by
32 digits of hex number (128 bits). The unit size of raw data is 512,000 bytes.

4) Total Data Written decoded as GB/TB unit. Also, raw data without decoding is displayed
by 32 digits of hex number (128 bits). The unit size of raw data is 512,000 bytes.

5) Power On Cycles: Display the number of power cycles.

6) Power On Hours: Display the period of time in hours to show how long the SSD has been
powered on.

7) Unsafe Shutdowns: Display the number of unsafe shutdowns of SSD
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2.5 Flush Command

Select ‘4’ to send Flush command to RAIDO.

+++ Flush Command selected +++

Flush Command Complete |
Message after

-—— NUMeIP RAID@x2 menu|finishing the operation
[B] Identify Command

[1]1] : Write Command
[2] : Read Command
[3]1 = SMART Command
[4] : Flush Command
[5]1 : Shutdown Command

Figure 2-9 Test result when running Flush command

“Flush Command Complete” is displayed after finishing Flush operation.
2.6 Shutdown Command

Select ‘5’ to send Shutdown command to RAIDO.

-—— NUMelIP RAIDBx2 menu —-—

[A] : Identify Command
[1] : Write Command
[2] = Read Command
[31 = SMART Command
[4] : Flush Command
[5]1 : Shutdown Command

nfirmation m
s+ Shutd c 1 selected ‘Co ation massage

fire you sure you want to shutdown the device now 7 |
Press 'y’ to confirm : |:|: Press ‘y’ to confirm

Bhutdown command is conpletel
[he device has turned off...[|3st message before RAIDO

and all SSDs are inactive
Figure 2-10 Test result when running Shutdown command

The confirmation message is displayed on the console. User enters ‘y’ or ‘Y’ to confirm the
operation or enters other keys to cancel the operation.

After finishing Shutdown operation, “Shutdown command is complete” is displayed on the

console to be the last message. Main menu is not displayed and User needs to power off/on
the test system to start new test operation.
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3 Revision History

Revision Date Description
1.2 3-Aug-22 Support NVMe-IP for Gen4
1.1 20-Jul-21 Remove FPGA setup topic and update test result
1.0 8-May-20 Initial version release
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